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Abstract—In order to do research on code clones, it is necessary to have information about code clones. For example, if the research is to improve clone detection, this information would be used to validate the detectors or provide a benchmark to compare different detectors. Or if the research is on techniques for managing clones, then the information would be used as input to such techniques. Typically, researchers have to develop clone information themselves, even if doing so is not the main focus of their research. If such information could be made available, they would be able to use their time more efficiently. If such information was usually organised and its quality clearly identified, that is, the information is curated, then the quality of the research would be improved as well. In this paper, I describe the beginnings of a curated source of information about a collection of code clones from the Qualitas Corpus. I describe how this information is currently organise, discuss how it might be used, and proposed directions it might take in the future. The collection currently includes 1.3M method-level clone-pairs from 109 different open source Java Systems, applied to approximately 5.6M lines of code.

Index Terms—Code Clones; Corpus; Code Analysis; Empirical Studies

I. INTRODUCTION

Those doing empirical studies face a number of barriers to their research. Empirical research is fundamentally about studying the “real world”, and so one barrier is accessing the relevant part of the real world. In the world of software clones, the relevant part is source code and the clones (or other forms of redundancy) that exists in it.

A crucial aspect of good science is replication. While there may be some disagreement as to exactly what this means (see e.g. [4]), fundamentally it is about doing studies in such a way as to allow some reasonable form of comparison of their results with other studies (those being replicated). A barrier to replication is getting access to enough of the infrastructure and materials of past studies to support their replication. Again, in the world of software clones, the materials are the source code and clone information.

The use of standard datasets to support research is common in other areas such as Linguistics ([10]), but also in Computer Science ([20] and Software Engineering ([7], [3]). In this paper I describe a first attempt at developing a similar dataset for clone research. This work is based on a curated corpus of open source Java software — the Qualitas Corpus [17], and inspired by the Bellon clone benchmark. [2]

Specifically, I describe the Qualitas Corpus Clone Collection (hereafter, “the Collection”), a set of datasets describing possible clone pairs in a number of open source Java systems. The current release includes 1.3M method-level clone-pairs from 109 different open source Java Systems, applied to approximately 5.6M lines of code.

The rest of the paper is organised as follows. In the next section, I briefly summarise current clone research to establish the need for the Collection and to identify likely uses for it, and discuss other efforts to develop datasets to support clone research. This provides the background to develop the requirements for a curated collection of code clones, which are described in Section III. Section IV describes the current organisation of the Collection and summarises its current contents. Section V discusses how well the current Collection meets the stated requirements, the short-term development plans, and potential future development. Finally, Section VI summarises the paper and presents conclusions.

II. BACKGROUND AND RELATED WORK

A. Terminology

This section introduces the terminology used in the rest of the paper and gives an overview of related research. Roy et al. provide a good survey [16] and much of their terminology is used here.

A code fragment is any sequence of code lines that can be any granularity, such as a complete method definition or a block. A clone pair is defined by having two code fragments that are similar by some given definition of similarity. When more than two fragments are similar, they form a clone cluster.

There are two main types of similarity between code fragments: textual similarity and semantic similarity. Two fragments have textual similarity when the text they contain is matches to a large degree. This might be the consequence of copying and pasting one fragment to the other, perhaps with minor modifications. Two fragments are semantically similar if they have similar functionality, but may have completely different text. The Collection is (for now) intended to support research with respect to textual similarity.

Clone types can be categorised in different ways. A common classification is the following four types based on both textual and semantic similarities ([16]):

Type-1: Identical code fragments except for variations in whitespace, layout and comments.
Type-2: Syntactically identical fragments except for variations in identifiers, literals, types, whitespace, layout and comments.
Type-3: Copied fragments with further modifications such as changed, added or removed statements, in addition to variations in identifiers, literals, types, whitespace, layout and comments.

Type-4: Two or more code fragments that perform the same computation but are implemented by different syntactic variants.

B. Clone Research

Of the large body of existing research on code clones, what is relevant to this work is the variety of research goals. Different goals may have different requirements for the data they need or even the data format. In this section I provide summaries of a sample from the research literature. This sample is necessarily selective, where the primary criteria is the kind of research being done rather than, for example, what the results are.

A major concern in clone research is clone detection. The primary goal for this kind of research is to improve detection characteristics such as the accuracy (e.g. [1]) or performance (e.g. [12]), or both (e.g. [21]). For this kind of research, the kind of input that is needed is, the source code to detect the clones in and, ideally, what clones exist. Just having the source code available without the clone information can represent a major savings of effort, as well as supporting replication (see below), but clearly having the clone information would be even better.

If the clone information does not exist, then the output by the detectors must be evaluated by some other means. Often, these means are not reported, but clearly must take time and effort. Currently, the only means of evaluation reported is that of human judgement. One documented example of this is the work by Bellon et al [2]. They compared 6 clone detectors that used different approaches over 4 C and 4 Java systems with respect to their accuracy and performance. The programs varied from 11K SLOC to 235K SLOC (a similar range for both languages).

The results were evaluated against a benchmark set developed by Bellon. It was developed by evaluating the candidates proposed by the tools being studied. An automatic process randomly chose 2% of the 325,935 candidate clones reported from all tools with the chosen candidates uniformly distributed across the tools. These were presented anonymously (that is, without identifying the tool the candidates came from) to Bellon, who made a decision as to whether or not the candidate is an actual clone pair. The authors note that this was an expensive process. Despite looking at only 2% of all candidates, it took nearly 80 hours to complete the classification. The benchmark also included some clone pairs injected by Bellon.

The Bellon benchmark has been used by other studies. For example, Falke et al [8], who also compared several tools using 6 of the 8 systems from the Bellon et al study. They created their own reference set of clones, but did so following the same process as Bellon.

Clearly Falke et al. benefited from the existence of the Bellon benchmark. However, by not reusing the original benchmark reference set, the benefit is not as much as it could have been. Had Falke et al. instead been able to put their efforts into re-evaluating the Bellon benchmark reference set, they would have then had a reference set that was of higher quality, since it would have been checked by two people independently. This is especially important as both groups raised the fact that their reference sets were dependent on the judgement of one person. Having even only two people perform the check would have significantly raised the quality of the reference set, and so increased the quality of the results of the studies.

Many studies pre-process the code being analysed in some way. Bellon et al. normalised all code by removing empty lines, moving lines containing only an open or close brace to a proceeding line, and “paying attention” to comments. Yuan and Guo did not include constructors and “small” methods in their CMCD clone detector [21]. In fact it seems quite common to have a minimum limit on clones that are reported (e.g number of lines [2] or token density [8]).

The construction of a reference set by human judgement is not only expensive, but also subjective. It is very rarely reported what criteria have been used. Having only one person involved introduces a threat to validity, as Bellon et al. and Falke et al. acknowledged. It is known that there is disagreement in the community regarding what constitutes a clone. Walenstein et al. carried out some studies (also using systems from the Bellon benchmark) to explore this issue [19]. They report that in some cases the participants agreed on only 1 in 4 candidates. They did note that some of the disagreement was due to the intended purpose of the classification.

More recently, Koschke has called for a “general notion of redundancy, similarity, and cloning” [14]. Furthermore, the issue of clone classification still exists 5 years later, as demonstrated by the study carried out by Chatterji et al. [5]. While it is not the goal of this work to resolve this issue, it does impact the development of a clone collection if clone classification is intended to be part of the data collected. Merely providing a “list of clones” is unlikely to be of use to everyone, or even the majority of potential users.

Chatterji et al. also identified a number of research questions regarding clone research. One of specific relevance to the development of a clone collection is that of investigating clone evolution, which suggests that for the Collection to be useful, it should include multiple versions of a system. Exactly what constitutes a “version” and what version information is necessary depends on what it is about clone evolution that is of interest. For example, some studies may consider it sufficient to use the public releases for a system, whereas others may need more fine-grained information such as individual line changes (see e.g. [13], [15]). An issue that arises in any empirical research is how to manage the data. As well as what should be included (such as clone classification), there are also questions about how to effectively share it. Harder and Göde discuss this issue and their solution to it [9]. Specifically, they introduce their Rich Clone Format (RCF) data format, and Cyclone, their clone inspection tool that is based on RCF. I will return to this issue
in section V.

Depending on the research goals, various attributes of clones are important. Clone pairs are usually reported as locations (e.g. file + line numbers). A number of studies classify the clones according to the classification given above. For some studies, the goal of the research is directly related to this classification (for example, such as that by Tiarks et a. [18]). Some research requires describing the relationship between clone pairs in more details, such as Juergens et al.’s concept of inconsistent clones [11]. Juergens et al. also related clones with fault information.

C. Corpus Development

Clone research depends, directly or directly, on having code (or something like it) available. Finding enough code can be a chore that contributes little to the fundamental research being done. The Qualitas Corpus (hereafter “the Corpus”) is intended to reduce the cost of this kind of chore [17]. It is a curated collection of open-source Java software systems, consisting (currently) of the source and compiled code for 111 systems. There are multiple versions for most systems, with 14 having 10 or more versions. My experience with the Corpus provides some guidance in developing a clones collection, and the Corpus also provides a good starting point for the Collection. Further details of the Corpus makeup will be provided as needed.

III. REQUIREMENTS

This section provides the an initial set of, and motivation for, requirements that a developer of a clone collection should take into consideration.

The first requirement is to agree upon the source code that the clones come from. This seems like a simple requirement to meet, but in fact it can be quite expensive in time and effort. Furthermore, it is not enough to just acquire an archive file with some source code. Decisions need to be made about which files in the archive will actually be analysed, and those decisions need to be recorded and reported if replication (or at least comparison between studies) is to be supported.

For example, many open source Java systems come with test suites. Presumably these are not going to be of interest to a clone researcher, and probably any clone researcher would make the same decision. But presumptions and probabilities lead to uncertainties, which lead to difficulties when trying to replicate a study or compare results. A number of open source Java systems come with example code showing their use. Probably this code also is not of interest to a clone research, except, it might be interesting if the examples contain clones of code in the system, so different researchers may make different decisions about example code. Some systems have multiple implementations of some code to support different infrastructure. Analysing all the code might lead to many clones being reported, but if the analysis is limited to just one implementation, that needs to be reported. A longer discussion of such issues can be found in the development of the Qualitas Corpus [17].

With so many possibilities, there is unlikely to be a “correct” choice, and in fact for many it probably does not matter which choice is made, so long as it is recorded and reported. This means there needs to be some agree-upon means to specify exactly what source code has been used in any study.

The next requirement might be a reference set of clone pairs. Since there is no agreement within the community as to what exactly a clone is, this requirement would be difficult to meet. Instead, I propose a reference set of clone pair candidates. The distinction is, instead of the data providing an absolute truth — clone or not clone — it provides a continuum of possibilities, together with information about the likelihood, or knowledge about, each possibility. The candidate set might also include definite non-clones, for example pairs of code fragments that are often reported by clone detection algorithms as clones even though everyone agrees they are not. Other candidates may only be considered clones under some circumstances, such as depending on whether or not constructors are analysed. The principle here is, whatever decision is made, its rationale be recorded and reported.

Specifically, a clone pair candidate consists of a specification of a code fragment, that includes its location within the source code being analysed. This most likely will be a file name and line or character positions for the beginning and end of the fragment. Associated with this candidate is metadata describing its various attributes. For every attribute with a value, there should be details of the provenance of that value — information that explains why the value has been assigned to that attribute. Examples of what this might look like are given below and in the next section. Values for which there is no provenance should be treated as little better than a guess (such a thing is explicitly allowed).

From a practical points of view, the candidate data needs to be such that it can be easily used. No one will want to have to puzzle through all the qualifications as to whether a given candidate is really a clone or not right at the beginning of their research. For many researchers, they will be happy with a data set that is good enough to get started with. So long as they have some assurance that the accuracy is reasonable (e.g., false positives and false negatives less than 10%) they can worry about the details once their research has progressed enough. For this reason, every candidate will have a value for the “is this a clone” attribute.

The provenance for the “is this a clone” attribute could consist of many things. As noted in section II, cloneness is often decided by human judgement. If this is the case for a given candidate, then that is what would be noted. It would be good to also include some means of identifying who provided the judgement and when. If the human was following some guidelines to make the judgement, then those should be provided. A candidate that has three different people providing the same judgement several months apart would give more confidence of the judgement than just one person. I am not necessarily advocating naming names. It is probably sufficient to just identify the research group or something similar.

A common source of candidates is from clone detectors.
The more clone detectors that agree on a given candidate, the more confidence we might have on both the assessment of the candidate and the performance of the detectors. Detectors often have parameters for tuning, and so the values used also need to be recorded. Detectors are software too, and so they change, perhaps changing the results they produce. This means that some form of version identification should also be provided. Just indicating when the detector was run may not be sufficient to identify the version, although any data set should include a timestamp indicating when it was created. Many detectors also give a “score”, with “cloneness” determined by a threshold parameter. While the threshold would be probably a parameter to the detector, it is likely to be useful to also report the score. This would, for example, allow studies to be performed using a different threshold, without the expense of re-creating the candidate set.

There are many other attributes that might be included. Some examples, including some comments about possible provenance, give listed below.

- Granularity. This might be determined by the location information (from which number of lines might be determined), but other indications of granularity (e.g. “method”) may not be so clear.
- Code fragment size. This will actually be multiple attributes, as different researchers have found value is measuring clone size in different ways (e.g. number of tokens, different variations of lines of code).
- Code fragment description. There may be other information, other than granularity and size, that is relevant to a researcher’s use of the data. For example, some researchers may want to include “methods” that are constructors, and some may not. Other examples include concepts such as initialiser blocks (static or not) in Java. There may be questions regarding code fragments belonging to nested classes. Another question is whether (in Java) interfaces are considered or not (complicated by the fact that interface definitions can — and do — have nested classes).
- Clone Type. Type 1 and 2 might be done via automatic analysis, but even so it would be useful to have some indication of the criteria used.
- Cluster. If the candidates have been identified as belonging to a cluster, then which cluster it is and how clusters were determined should be included. For example, is the cluster a clique (all pairs of code fragments in the cluster are also clone pairs) or a connected component (there is a path of clone pairs between each pair of code fragments).
- Clone proportion. The proportion of the code base that the clone pair (or, more typically, clone cluster) is. This will depend on how code fragment size is determined, and will require the measurement with same metric for the system being analysed. For example, if constructors and “small” methods are not considered (as was the case with Yuan and Guo’s work [21]), should the proportion be computed against the complete code base, or just the code that was considered?
- Origin. Any information as to which fragments were copied from which, determined either from information provided by the developers, or from analysis of version control systems (such as was done by Krinke et al. [15]), or similar.

Generally, as more studies are done on the collection, they will validate or refute the data, or possibly provide new data to add.

Some data about the candidates is likely to be common across a set, for example, all the candidates from the same software system might have been determined by a single execution of a detector with the same parameters and (about) the same time. Such sets need to be managed as units, to ensure that the fact that this relationship is not lost. There will also be less duplication of common information is all candidates for a given system are.

Finally, I believe there should be one or more attributes providing some assessment of the quality of the data. Exactly what this should look like will probably only be determined over time by the community, so I propose to start with a simple ordinal scale indicating the level of confidence for each candidate. The lowest value will be assigned to any candidate that has been identified as a clone (or a non-clone) by a clone detector. The confidence level can be increased only by providing more independent information about the assessment.

For example, a candidate whose classification is checked by a human may have its confidence level increased, but it will depend on the circumstances. If the candidate currently is on the lowest level, then a human check will almost certainly raise the level (assuming the human agrees with the tool). If the human disagrees with the current classification that is based on other humans’ judgement, then the level may not be increased.

As another example, if the detector providing the original classification is mature and its accuracy well-established, then a candidate’s classification may also be increased.

IV. CONTENTS OF THE COLLECTION

A first attempt at a clone collection as described in the previous section exists. It currently includes 1.3M method-level clone-pairs from 109 different open source Java Systems (see Figure 1), applying to approximately 5.6M lines of code (excluding “small” methods and constructors). Details of the Collection are available at www.qualitascorpus.com/clones.²

The clone corpus uses the Qualitas Corpus as the source of the code[17, Release 20120401]. All location information for clone candidates is given with respect to a Qualitas Corpus installation. The full Qualitas Corpus consists of 111 open source Java systems, with multiple versions available for most systems. There are 14 systems that have 10 or more versions, which can provide the basis for some code evolution studies. Full details are provided on the Corpus website.

² REVIEWERS: A preliminary release is available from www.qualitascorpus.com/clones/reviewonly. It is made available to you for review purposes only. It is still under development but what is there should confirm the claims made about it.
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  ant/
    ant-1.1/
      ant-1.1-clones.rcf
      ant-1.1-mete-cmcd.csv.gz
    ...
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    ant-1.8.2-clones.rcf
    ...
    ant-1.8.2-mete-cmcd.csv.gz
    ...
  /antlr
    ...
  /aoi
    ...
  ...

Fig. 1. The current release of Collection contains data for the latest version available from the Qualitas Corpus for these systems.

The Corpus comes with metadata providing information about the software it contains. Included in this information (in the contents.csv metadata file) is, for every Java type mentioned in a system’s software source and binary (deployment) distribution, an assessment as to whether that type was developed for that system’s deployment, whether the source code for that type is provided in the distribution, and whether the type is deployed (provided as byte code, that is, in compiled form). This information can be used to specify precisely what is being analysed, and so resolving issues such as: are classes for which there is source code but which are not deployed (e.g. test classes) included; are types for which both source code and byte code is provided but not developed for the system (e.g. third-party library code) included. In the case of the Collection, the types that are analysed are those for which there is source code, byte code, and are considered developed for the system.

Figure 1 shows the systems for which there is currently clone data available. The data exists for the latest version of each system that is in release 20120401 of the Corpus (which versions those are can be found on the Corpus website). In fact, data exists for all systems except for eclipse and netbeans. These are the two largest systems in the corpus, and the current version of tool used to generate the data cannot handle systems their size to to memory limitations. The largest systems for which data is provided is jre, at about 0.9M non-comment non-blank lines of code. There is also data for 28 versions of one system (freecol).

The candidate attribute data comes from a clone detector based on the CMCD technique developed by Yuan and Guo [21]. This detector, called mete-cmcd, is described elsewhere [6]. The current version of it evaluates at the level of method granularity, and does not evaluate constructors or “small” methods (a parameter). This detector reports a “difference” score for each candidate, with the determination of whether the candidate represents a clone pair or not dependent on a “threshold” parameter. For performance reasons and to reduce false positives, the detector uses two heuristics: the ratio of the size of the methods (if too different then the methods cannot be clones) and text difference ratio (ditto). There are other parameters specific to its operation but do not affect the clones reported.

Figure 2 shows the planned organisation for the collection. The data is organised along the same lines as the Corpus; data in the Collection for multiple versions of systems (where it exists) is kept together and named using the same system and version identifier used by the Corpus. The figure shows 4 systems, with the first (ant) having at least two versions (1.1 and 1.8.2).

For each system version, there is the master file containing the data pertaining to that system version. It will be in RCF format (however this is not implemented at the time of writing). This data should include the specification of each clone pair and references to the relevant provenance information. Also associated each system version is any relevant provenance information. How this is organised and what format the data is in will depend on how it is gathered. The figure shows the output files from the mete-cmcd detector (which produces the data as a tab-separated file).

To give an idea of the kind of information that should be provided, the mete-cmcd output is described in more detail. Figure 3 shows an outline of such a file. Each file consists of some information common to all candidates listed, a list of candidates, and also a list of clone clusters and data about them.

The common information includes the tool version used to
generate the data file, the time the data file was created, and
the parameters provided to the tool (mostly described above).
The file is intended to be relatively self-contained, that is,
anyone should be able to determine what the different values
mean without having to refer to some other source. In fact,
there is always likely to be some specialised information that
would make such a goal difficult to achieve, but there should
be enough hints to remind people already somewhat familiar
with the content.

Next there is summary information about the data set,
such as what exactly the data applies to, how many files
were examined, how many clone pairs were found, and what
proportion the fragments in clone pairs are of the code base
(“Code clones”).

In fact there are two proportions given. The other (“Cloned
code”) is based on the assumption that every cluster has an
“original” code fragment and all other fragments have been
cloned (directly or indirectly) from that. The “Cloned code”
proportion is the proportion of code fragments in clone pairs
other than this “original” fragment. Even if this assumption is
true, which fragment is the original is not (currently) known,
so mete-cmcd chooses the smallest fragment as the original.
Because mete-cmcd uses the method granularity, and will
only consider methods to be candidate clone pairs if they
are roughly the same size, the “Cloned code” proportion is
going to be close to what it should be had the original method
(existed and) been used to compute the proportion. Choosing
the smallest means the proportion will always be the same
value for the same code base, and be conservative with respect
to what the actual value might be.

While some information, in particular which system version
a given data file applies to, can be inferred from context (such
as which directory the file is stored in), such information is
included keeping with the principle of self-containment.

The next section of the data file provides the clone data.
Each line represents a clone pair, described in 13 fields. Figure
4 describes those fields in the order they appear (in fact the
text in this figure appears in the data file). Some of this
information is specific to the source of the information (that is,
mete-cmcd), but the information describing the code clone
pairs (cluster and location of code fragments) would appear
in the master file.

The final section of the data file contains information for
the clusters. This includes, for each cluster ID, the number
of clone pairs in the cluster, the number of distinct code
fragments (methods) in the cluster, the sum of the size (lines
of code) of each code fragment in the cluster, and the size for
the cluster not counting the smallest code fragment. All of this
information can be inferred from the clone pair data, but it is
useful to have it provided explicitly.

V. STATUS AND DISCUSSION

Most of the data in the Collection as at a low level of
confidence, since it has been provided by a relatively untested
code detector. One of the systems (freecol-0.8.0) has
been examined by the initial developers of mete-cmcd. That
data has not yet been incorporated, but once that is done the
confidence level for that data will be increased.

Another possible source of confidence information is the
Bellon Benchmark. All of the Java systems in that are only
sub-systems of systems in the Corpus (e.g. swing from the
Bellon benchmark is part of jre in the Corpus). In fact all
Bellon systems are sub-systems of either jre, eclipse, or
netbeans — that is, including two systems for which there
is currently no data in the Collection. While it would be good
to include the Bellon reference set, it will need to be matched
to the appropriate code (version) in the Corpus first.

What the Collection does have is a good amount of data.
Hopefully, even though it is only at a low level of confidence,
it is still of good enough quality, and there is enough of it, to
be useful to someone. Over time, as it is used, its quality will
hopefully improve.

That said, there are some limitations in the Collection. One
is that the candidates are only at the method granularity level.
While the data will still be of use to those interested in
clone pairs that are non-method fragments, some effort will
be required to map its results to the Collection data. The
main reason for including line number location information for
candidates is to help with this mapping.

Another limitation is that the Corpus (and hence the Collec-
tion) is only a single language (Java) and is all open source. It
would be much more useful if other languages were available
(however including close-source is likely to be more difficult,
given intellectual property concerns).

The limitations listed above apply to the data in the Collec-
tion, however there is also a limitation with regards how the
Collection should be updated. The question here is, if someone
does use the Collection and gathers data that could be used to

<table>
<thead>
<tr>
<th>Cluster</th>
<th>A unique ID identifying the cluster the clone pair belongs to.</th>
</tr>
</thead>
<tbody>
<tr>
<td>File1</td>
<td>The name of the file (sans foldpath prefix) containing the lexically first method in the clone pair.</td>
</tr>
<tr>
<td>Method1</td>
<td>The name of the lexically first method in the clone pair.</td>
</tr>
<tr>
<td>Location1</td>
<td>The beginning and ending line numbers in the file where the lexically first method can be found.</td>
</tr>
<tr>
<td>ELOC1</td>
<td>The number of lines of code in the lexically first method.</td>
</tr>
<tr>
<td>Nodes1</td>
<td>The number of nodes in the AST for the the lexically first method.</td>
</tr>
<tr>
<td>File2</td>
<td>The name of the file (foldpath common prefix) containing the lexically second method in the clone pair.</td>
</tr>
<tr>
<td>Method2</td>
<td>The name of the lexically second method in the clone pair.</td>
</tr>
<tr>
<td>Location2</td>
<td>The beginning and ending line numbers in the file where the lexically second method can be found.</td>
</tr>
<tr>
<td>ELOC2</td>
<td>The number of lines of code in the lexically second method.</td>
</tr>
<tr>
<td>Nodes2</td>
<td>The number of nodes in the AST for the the lexically second method.</td>
</tr>
<tr>
<td>Diff</td>
<td>The normalised difference score between the two methods.</td>
</tr>
<tr>
<td>RawDiff</td>
<td>The raw difference score between the two methods.</td>
</tr>
</tbody>
</table>

Fig. 4. Clone Pair fields from mete-cmcd
improve confidence levels for candidates, what happens next? At the moment, there is no defined process to following other than to submit that data in whatever form it is available. Ideally the data might be provided in a standard format such as RCF, however any such data will need to extend the core RCF. If different researchers extend RCF in different ways, there will no longer be any benefit to using a standard. Resolving this issue, and generally advancing the state of the Collection, will have to wait until we all have more experience.

VI. CONCLUSIONS

In this paper, I have discussed the need for a standard dataset to support clone collection, and described an attempt to design and implement one — the Qualitas Corpus Clone Collection. How useful the Collection will be in its current form remains to be seen, but hopefully the data is of sufficient quality and quantity that some researchers will find it useful.
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Fig. 3. Example data from mete-cmcd

<table>
<thead>
<tr>
<th>Tool:</th>
<th>mete-cmcd: 2013-01-20T1620</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timestamp:</td>
<td>Mon Jan 21 01:10:53 NZDT 2013</td>
</tr>
<tr>
<td>Parameters:</td>
<td></td>
</tr>
<tr>
<td>Fold Path:</td>
<td></td>
</tr>
<tr>
<td>Difference Threshold:</td>
<td>45</td>
</tr>
<tr>
<td>Minimum AST nodes:</td>
<td>50</td>
</tr>
<tr>
<td>Text difference threshold:</td>
<td>0.5</td>
</tr>
<tr>
<td>Size ratio threshold:</td>
<td>0.65</td>
</tr>
<tr>
<td>Comments ignored:</td>
<td>true</td>
</tr>
<tr>
<td>Global Values:</td>
<td></td>
</tr>
<tr>
<td>Sysyser:</td>
<td>checkstyle-5.1 Identification of what was analysed (typically a corpus System Version)</td>
</tr>
<tr>
<td>Files:</td>
<td>267 Number of files analysed</td>
</tr>
<tr>
<td>Methods:</td>
<td>680 Number of methods, not counting constructors or methods that are too small.</td>
</tr>
<tr>
<td>ELOC (Methods only):</td>
<td>9920 ELOC for methods, not counting constructors or methods that are too small.</td>
</tr>
<tr>
<td>Clone pairs:</td>
<td>244 Number of clone pairs</td>
</tr>
<tr>
<td>Clusters:</td>
<td>57 Number of clusters</td>
</tr>
<tr>
<td>Code clones:</td>
<td>2097 (0.21) ELOC of code that is in a clone pair (proportion of ELOC).</td>
</tr>
<tr>
<td>Cloned code:</td>
<td>1470 (0.15) ELOC of code in clone pair minus size of smallest fragment of each cluster (proportion)</td>
</tr>
</tbody>
</table>